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1 I .. TJPth REL 'FOH. E.\IENT EFI·ECTS I'\
SHOl<T-'l'Hl<:\1 IE. IORY 

B J. \\ • lhwi FoRu, JR., 1 R. ;\1, Sum RI:\' and R C .. hKINSON
tllJlford 111, nny, tanford, Cahfom1a 

u rwn euuat B studied m which t est and atudy 
ma out n expc ion. The items etudicJ were 
pal nt n I be. tw y and lest for a particular item was

id an nern \\ n one, t,,o, three or four rcinforce-rmnu. tnc model I Jlroposcd ,,h1ch h two memory &lorl-s: a 
the aubJ � 't'ncnllcs a rcfully controll ed rehearsal

nd Ion -h-:n11 atorc m \\h1ch mfonnation i accumulatl·d 
r of thcor ucal pr dictions of the rnodcl ,,ere verified 

quanu t11, \\ h1 h confinn results of pr-c, ious experiments, and 
pport I that lu hi) tructurcd rchcan111l sclumcs play II major role 

111 man memory nd I nung ltl1 tions.

I. 1::-.'TRODUCTION
Atkm n • hiffrin (196 ) have propo cd a multi-process model of memory 

that h been mplo)ed uccc fully to describe the effects of a variety of 
c pcrimcnuil , �i blc . The include: list length, prcscnt,1tion rate and 
confid n c tin in c pcriment in\'olving a di cretc, independent trial 
proccdur ; nd mode of n.:hcarsal, izc of timulu et, and judgement:. of 

contmuou mcmor.) crimcnts. In all of these experiments , 
led \\ere pr d for a ingle period of study with a 

qu nt t t p nod. In of r n given item ne\'er received more than a 
mglc tud p nod (or reinforcement), the e experiments may be said to 

imohe memory rnthcr th n learning. The present study c. tends the earlier
\\Ork 11110 the re of paired-a� ociatc learning by giving items varying
numbc of reinforcement . n attempt ,,ill be m:ulc in this paper to
c plam th r ult ,, ith n model incorpornting only a minor extension of the

thCOf) u d in the pre, iou \ o�k. . . 
1n ta cmplo) cd in the experiment im olvc a contmuou!-. prcscn�a�1on 

technique ,,hi h 111 kc it po ihlc to tudy the learning procc s under con�1t1ons 

that re quite unifonn nd table throughout the course of an experiment.

("I haa te hnique j ,cey imilar to one employed by Yntcrna & lucscr (1960,

19 2).) In e nee the ta k require the subject to keep track_ of t�c randomly

ch n mg r; pon to ci •ht different timuli. The eight sum_uh _arc chosen 

at the tart of ion and used throughout thnt session. A se�s aon is begun by

pre ntmg for tud.) each of the eight stimuli with nssoc1ated responses . 

1 .:-:ow t Ynlc nivc111ity
S.P. 

A 



2 J. W. Brelsford, Jr. ti al.

Following this initial study phase, there i a continuou scri� of trial , each 
trial consisting of a test phase followed by a study pha c. �unng_ the _test pha e
a stimulus is randomly selected from among the ct of eight tunuh, and the 
subject tries to recall the response last, or most reuntly, n ociated with that 
stimulus. I-ollo\\ing the test (and the ubject's attempted recall) the study 
phase of the trial occurs. In the study pha c, the ame timulu presented in 
the preceding tc�t phase is presented, sometime re-paired ,, ith the respon e 
that was previously com:ct, or sometimes paired ,,. it11 11 new re pon ; in any 
case, the subject must study and try to remember the presented pair. In order 
to distinguish between a particular stimulus and a particular stimulus-response 
pair, a convention is henceforth adopted that an ' item ' will refer to a particular 
stimulus response pair. The number of reinforcement for a gi,·en item i 
determined probabilistically but never exceeds four. 

The number of trials intervening between the study and te t of a given 
item will be referred to as the ' lag ' for that item. Thu , if the te t occur, 
immediately following the study period, the lag i zero. If one trial intervene 
(involving test and study on another timulus), then the lag i one; and so on. 
Since the stimulus tested is chosen randomly from the set of eight stimuli on 
each trial, the lag between study and the next te t is distributed geometrically 
with a parameter of 1 /8. The task of the ubject i simply to remember the 
current responses assigned to the eight different stimuli. Learning i imolved 
because at the time of testing some of the stirnulu -re pon e pairs ha\'c hnd 
multiple reinforcements, i.e. any given study period may inrnlvc the first, 
seco1,<l, thir<l or fourth reinforcement of a particular stimulu -re ponse pair. 
Therefore, the subsequent test of that pair \\ ill imolve a test after om:, two, 
three or four reinforcements, respectively. The primary dependent variable 
is the probability of a correct response as a function of lag and the prior number 
of reinforcements. 

TR,AL n TRIAL ntl TRAL nf2 TRIAL n♦3 TRIALo♦4 TRIAL n♦!l TJIIALntll 
,- --.. 

TRIAL n +7 TRIAL n +8 TRIAL n ♦ 9 TRIAL n♦IO TRIAL n+ 11 TRlAL n t 12 TRIAL n +13 
,- -"""""\ 

�� �§ �!ftfJ �� �§ �� �El 
TRIAL n/14 TRIAL n♦l!I TRIAL n♦l6 TRIAL n+l7 TRIAL ntl8 TRIAL n+l9 TRIAL n♦20 

,- � r----.. 

�§ till§ �§ �§ [TI§ Gf)� ��

F1CURB 1. A sample sequence of trials. 



1ultiple Reinjorummt Effuts 1n Short-Term Memory 3
ll for proc �i11 to the r�todcl _it may be helpful to illustrate the experi­mental proc durc m me det 1I. l• 1 '· I pre cnts a sample sequence of trialsfrom tn I n to tri 1 n 211. The timuli were elected from the set of two digitnumbers, nd th .. re pon c W"re elected randomly from the alphabet, VariousIll o the t)l} to be con idcr <l I ter arc illu tratc<l in Fig. 1. On trial "+ 2tamulu 22 1 p tr d \\ith I new re pon e, L, and a signed three reinforcements, th rnn • on tn 1 n 2. The econd reinforcement occurs on trialI o f  zero. Af tcr 11 1,, , of six, the third reinforcement occurs on 10. Aft"r I of eight, timulu 22 is re-paired with a new responsel timulu 33 i mple<l for test on trial n + 6 and during thei •ned the new re pon�e, B, which 1s to receive two reinforce­nd on tri I n IJ. Stimulu 44 is tested on trial n+4, assignedpon , •, \\hich i to receive only one reinforcement; thus, when 44in on tri 1 11 + 16 it i ., � igned another response which by chancel\ only one reinforcement, for on the next trial 44 is studied withre pon Q. otc 1 o \\II.It con titute a correct response. For example,hen tunulu 33 i pre cntcd for tc t on trial n + 6, the correct response is T;hen pre ntcd for tc t on 111,11 11+9 and n+ 15, the correct response is B;nd \h n pr utcd •ain, the correct re pon. e \\ill be N.

2. l\lODBL
l'h th of) lo tulatc three memory states: a very short-lived memory

ll d th n ory rcgi tcr; a temporary memory state called the short-
(. I ) ; nd more permanent memory storage state called the long-

term (I.T ). A con idcratiun of the time intervals and procedure used
an th nt t d) I ds u to a ume that every item is accur�tely rec?rded
m th n r; r i ter and then at once tran:.ferred to STS for active considera-
twn b) the ubj et. In \\hat follow , then, the sensory register plays no part
and an ntaon \ ill be r trictcd to S'l'S and L TS .

Short-term Store 

In onn taon entering �T!:, r ides there for a �hort �eriod, perhaps of �h�order of JS ., before hcin' lo t completely; this pe�iod may be e�ten e
l mdcfimt I) ho c, r, h,· proc C controlled by the _su?JCCt, tuch as re �arsa '

codm nd fortl,. .The memory in the model is imper e�t, ?ev
d
e� e

S
�

f
ss

S
, • f · r · may be mamtame m I u onl) D \CJ")' limited amount o in1or�t1on . h d STS. cd. f any mformat1on that as entcre at O) one tune. An mun aatc test 

)
o 

will re ult in correct retrieval of that( nhm a f \\ cond of tuJy, say 
. . assumed to enter STS and ar • I th� pr ·nt tuJy every item IS b b'l" m,ormataon. n c . . . . 1 nds of study; therefore, the pro a 1 1tyt t t I zero oocur \\Uhm c,era eco · ·ty For lags of one• tested at lag zero 1s uni • of a correct r pon for any_ item 

t t sk are such that items will be lostor rcatcr the time interval m the prc:-cn 
h
a 

. ·s invoked to maintain them. from •1 uni me sort of rehear I mec amsm I 
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An analysis of subject:;' reports and a consideration of similar cx�crimc�t 
(Atkinson, Brelsford & Shiffrin, 1967) lead u to prop.o · ? very speetfic, quite
orderly, rehearsal scheme called the • rehc.'lr al buffer or buffer . 
Rehearsal Buffer The buffer is a rehearsal chcme. in "hic!1 n fixed nu".1bcr, r,
of homogeneous items are rehearsed at any one tame during nn cxpenment�I
session. It is assumed that the series of study item nt the tnrt of each expcn­
mcntal session fills the buffer and that the buff er stay filled thereafter. The
:;ize of the buffer, r (defined as the number of item held imultancou ly),
depends upon the nature of the items nnd thus mu t be  ti�natcd. Once t�c
buffer is filled, each new item that enters cau cs one o f  the item currently m
the buffer to be lost (i. e. an item currently undergoing rehear al i eliminated
to make room for the new item). It is as umcd that n correct r ponsc i ah\ays
giYcn if an item is in the buffer at th1.• time it i te tcd. 

Consideration \\ill now be gi\·cn to the deci ion rules hy \\hich the ubjcct
enters new item:; into the buffer, and thereby eliminate item currently in the
buffer. In order to do this, it is necessary to di tingui h theoretically bet\\ecn
two kinds of items presented for study: 0-items and N-itcm . An 0-item
(old-item) is nn item presented for study who e stimulus i already a component 
of an item currently in the buffer. An .N-item (new-item) is a presented item
whose stimulus is not at that time in the huffer.

RULE 1. A11y O-item presented for study is a11tomatical(1,• entered into tlie 
buffer and replaces there the item tvith the same stimulus as the pre.sented ,-,em. 

There arc se\'cral reasons for this rule. If the pre ented item is receiving
its second, third o r  fourth reinforcement, then the item replaced is identical
to the one presented and it docs not really matter \\hcther \\e peak of replace­
ment or not, i .e .  the state of the buffer remain:; unchanged in any ca e. If, on
the other hand, the presented item is recci, ing its fir t reinforcement, then the
item currently in the buffer with the same stirnulu. ,,ill ha\'C a different rcspon e
member. In fact, this response will now be an incorrect respon e to that
stimulus; the subject must therefore change it to the new, correct re ponse,
lest he start rehearsing incorrect information.

Ruu; 2. U/hen an N-item is presented for study, the rnbject bases his drdsions
upon t/,e resz�lt of the immediately preceding test phase of the trial: if 011 the test
phase the .ub1ect had correctly retriet:ed from long-term store the item beirzg presented
for study, then the item is not entered into the buffer. Othent..'ise, the item is entered
into the buffer r:·ith probability a; if the item enters the buffer, thni the item eliminated
to make r�om ts chosen randomly (i.e. each item currently ill the buffer /,a.s probability1 Jr of betng the 011e eliminatetf).

The reasons for this rule arc again straightforward. If a correct retrievalof the prescn.tcd item had just been made from L TS, then the subject hasreason to bchc\'e he already 'know� • it and will not attempt to rehearse itfurther (in t?is case, of course, the prese�tcd item is receiving its second, thirdor fourth remforcement). Note that a correct LTS retrieval of  the presented
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item (and not ju t 11 correctly-guc ed r 

for the ubject to prohibit entry ,·11to
es

tlp1�nlse
ff

o� a zer

l
o

f-
lag response) is necessary 

• c >u er. the pr •sented \7 • • not rctr1 , cd from J TS ( I ·c1 · 1 . c. - - item 1s 
� ... " 11 1 18 a wnys the case 1f the it · b · · first reinforcement) then the uhicct docs not • k. ' . eml is emg g iven its 

d . bl I ., now it, anl rehearsal becomes 
. c ra : n t ic ?ther hand, there undoubtedly is a certain amount of effort tmohcd m r rr n •mg the buffer; in addition, the item which must be removedfro�_th� buffer to u� ke_room h not yet been tested. In consideration of thesecon acttn tcndcncac _n eem �ppropriate to let the entry probability be a par m tcr, , to be c tun tcd. l· mally, once an item is entered into the b ff n to d . d h ·c1 . I 

u er, 
• ·J 

cc•. v.. 1 1 Item n rendy there is to he removed. In previous
. u m . fi cd la t , it hns pnl\'cd u eful to postulate a tendency for the olde t item Ill the buffer to he the first eliminated. In all work using the oontmuou pre nt tion technique of the prc.ent study, however, it has been

�o t ll � t to po tulnte a rnnclom clwicc of the item to be removed. Fairly
d,_r l �\ id nc u1>porting th ill u sumption will be presented later in conjunction
\\1th f I • 2. 

l.ong-term Store 

i;r. i \'icv.ed as a memory state in which information accumulates for 
each item. The term • information ' is not used here in a technical sense. 
It r fcrs to codes, m nemonic., images or anything else the subject might store 
that \\Ould be rctricH1hle at the time of test. It is assumed that information 
about n item m y enter l,'fS only during the period that an item resides in 
the buffer. The tntu of an item in the buffer is in no way affected by transfer 

of inform tion to 1.:rs. Whcrea recall from the buffer was assumed to be 
perfect, r II from I..TS is not necc. sarily perfect and usually will not be. 
At the time of tc t on an item, a subject gives the cor rect response if the item 
i in STS but if the item is not found in STS, the subject searches in L TS. 
Thi LTS carch i called the retriet:al process. Two features of the LTS 
retric, 1 pro s mu t be pccified. First, it is assumed that the likelihood of 
retrie\ing the correct respon e for n given item improves as the amount of infor­
mation torcd concerning that item increases. Second, the retrieval of an item
get \\O e, the Ion er the information has been stored in L TS. This could
result from autonomous decay or active interference  from other information

bcin tored in 1;rs. 

It wilt be pccific.ally assumed in this paper that �nforma�ion i_s transferred
to I.TS t con tant rnte, 0, during the period that an item resides m the buffer ;
0 i the tr n fer rate per trial. Thus, if an item re�ains in �he �uffer for exactly
j tri 1 , tl1en that item accumulated an amount of information m _L TS e�ual �o

j8. ' t, it i a umcd that each trial follow�ng the tria� on ,\�h1ch an 1te� 1s
nocked out of the buff er causes the information stored m LI S _f�r th�t item

to dccrca by n constant proportion -r. Thus, if an item �ec_e1v1�g its first 

reinforcement \\ere knocked out of the buffer at trial j, and i trials_ mterve�ed 

bctv. en the ori inal study and the test on that item, the amount of information
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stored in LTS at the time of test would be (j8) (T'�). In thi exp riment an
item receiving two, three or four reinfor�emc�t _may enter and lc.,,e the buff�r
two three or four times. When the item I m the buffer the O•proce 1 
acti�ated and when not in the buffer the T-proce s take o, er. 

The.probability of a correct retrie\al of an item from LTS _i nm\ pecified.
If the amount of information in 1.,'l'S at the moment of te t I zero, then the
probability of retrieving the correct respon. e should be zero. . A the amount
of information increases the probability of a retrie, al hould mcrca e toward
unity. a

1 
is defined as ;he probability of a correct r� pon e f?r a_n it�'!' v.hich

is not in the buffer but has accumulated an amount of mformatmn m LI !'i equal
to J at the time of test. onsidcring the above pccification on the retrieul
process,

(1) 

where g is the guessing probability and, in the pre. ent experiment, i 1/26 since
there were 26 response alternatives. 

As already stated, items that have received t\\O, three or four reinforcement 
may have been in and out of the buffer at ,·ariou time. and the c pre ion for /
becomes fairly comple'\.. Suppose, for example, an item ha been in the buffer

i1 trials, then out of the buffer j1 trials, then in i1, out j1, in i1, out j.,, and then
tested. At that point

1 ... {[(i1B)T,, + ;10JT'' + ;10 }7-'•·
As part of the calculation of the probability correct at lag k for n three reinforce­
ment item, one would then have to consiJcr all combination of i's andj' , anJ
compute the conditional probability of each one. It should he clear that thi 
direct method for calculating predictions, although po sihle, i both formidable
and inefficient. Instead, predictions from the model were generated u ing
Monte Carlo methods; the procedure is described in detail later. 

At this point it would be appropriate to review the equencc of e,cnts and 
decisions proposed in the model. A trial begins "ith the pre cntation of a
stimulus for test. The subject first checks STS; if the test ".1 zero lag then
the item is present in STS and a correct response i� made. '.nt, or nt the amc
time, the buffer is checked; if the stimulus is in the buffer, tl.1.n again a correct
response is made. If the stimulus is not in the buffer or STS, then LTS is
searched, and the probability of retrieving the response correctly i an exponen­
tial function of the amount of information then in LTS about the item. If all
of these searche� fail, then the subject guesses randomly . ext com�s the .tudy
p�ase of the tnal. The stimulus just tested is now pr1.sented again paired
with a response for study. In order to detcrrr inc whether to rehear e this item,
the. subject refers to the two decision rules gi,,cn earlier (concerning 0- and
N-1tems). It should be noted that the model has four parameters to be c timated:
r, the buffer size; ex, the buffer entry probability; 8, the transfer parameter; and 
T, the long-term decay parameter. The model is identical to that u cd in 
previous studies (cf. Atkinson, Brelsford & Shiffrin, 1967) with the sole addition
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lhal an it rn r tric, d from LTS ·
lffal· ... ,1 

• never ent
_
crcd into the buffer, a state of,., 'er ri in in c llCrimcnt I h \\ icrc cac item receives only one reinforce-mcnt. 

J. E Pl RIMI_ r 

UetlwJ 
Sub; t, 20 d .

"ere atu mt� !rom Stanford Uni\'craity who received S2 � apenn hach ubJ t p rt1c1p tC'<I in at k•ast 10 cssions. 
A nm�t ,, B condu tcd in the Cornputc.·r-Bascd Leaming Labora-

; 
,mrol function ,,ere pnfonnc<l by computer programs 

UOO 
I cotnput r manufocturc.-J hy tlw Digital E<iuipment Corpora-

0 1111 -ah rmg ayatetn. 'Ilic suhjcct was seated at a catho<le­
rnuh ,�er� di pl )�d on the face of the cathode-ray tube 

de n clcctn t)'}le,, rater kt>ybonrc.J locntcd immediately below 
r more 1let 1k·d c.Jcscnpuon of the apparatus sec Atkinson 

J 
'

timul, and rr,po,urs The timuli were cii;:ht t\m-digit numbers randomly selected 
UJr each aubJ t and on from the act of nil two-digit numhcra bct\,·ecn 00 and 99. 

of ht Umul1 w de t I for a given session, it was u cd throughout the 

n pon ere letter& of the lphabet, thus fixing the guessing probabilitv of a 
r pomc at I /26. 

· 

i1Yot'tdu1t 1:, cry a ton began "ith a scrica of eight study trials; one 1tudy trial for 
nc:h tunulu used m th ion. < >n th e trial ench of the eight atimuli was paired with 
• r p(lfllC I tcd ndoml •. 'lncrc were no restrictions on repetition of responses. 
After the mmal tudy tnal the fon involved a cries of consecutive trials, each consisting 
of a t ph folio\\ d by atud)' phase. On each trial ■ stimulus wa randomly selected 
l tin , and the me timulu " then presented for study. During the study phase
of the tn I th 1mulu \\ aomctim r -paired with a new response and sometimes left
paired 1th the old r pon • To be precise, when a particular srimulu -response pair was 

prcsmt for atudy the first time, a decision wns made aa to how many reinforcements 
( tud pcnod ) it \\'OU1d be given; it wn given either one, two, three or four reinforcements 
with pr b1huca 0•30, 0·20, 0·40 and 0·10, r pccri\'ely. When a particular stimulus­

n:r,,on,c pair h d rccdvcd iu a igncJ numher of rrinforcerncnts, its stimulus was then 

random! r p ired lith o new response on the next study trial, and this new item was 

• «I o pcafic number of rcinforetmcnta u ing the above probability distribution.

Rderm l·a • 1 hould clarify this procedure. The subject was instructed to respond 

on th t ph of ch trial with the letter that was /art atudicJ with the stimulus being

tested. m the aumulus eclected for t ring was chosen randomly on each trial, the

distnbuuon of the lag from study to t t wu geometric with n parameter of 1 /8. 

The temporal ormnitcmt-nt for the eight initial tudr trial was such that �ach study 

trul larled for 3 acc. with 3 scc. inter-trial interval. Each trial of the session proper 

m,·oh� the following sequence of cventa: (1) The \\Ord test appeared on the �pper face

of the CRT. Ben th the word test a randomly selected mem_ber of. the stunulus set

appeared. 1'hi■ test portion of a trial luted for J sec., during which •�bJec� were t1;>ld t? 

rapond ";th the la t respons that had been associated with that stimulus, guessing if 

n ry. (2) 1'he RT was hi eked out for 2 sec. (3) The word study •PJ><:&rcd on the 

upper fa e of th CRT for 3 sec. nctow the word st11dy a stimulus-respon�e pair appear�. 

The timulu Ill the me one used in the preceding test portion of the tnal. !)efn�

upon the r infonicmcnt ac.hedulc, the response was either the one that had previ?us Y 
Th 

or a new one. ('4) There was a J sec. inter-trial interval before the next tnal. ua
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t.l ) ik 11 sec ,\ subject \Ii run for 220 such tn b during
8 complete trial (test pl_us stu _Y t<>< 

1 b"c;t and ion tht.: entire qucncc of prcscnta-
each cxpcrimcntl\l sc mn. h>r CllC 1 su � 

tions, the subject:.' rt.-spon es, and n.-sponsc l,1tcncies \\CH' recorded. 

4. Rnsu1:rs 

In order to eliminate \\arm-up effect� from the data, the fir t _sc ion for
each subject and also the first 25 trials of l·,1ch uh equent e ion nre not
i�cludc:d in any of the analpc�; othcrni e, in \\hat folio,, , the re ult nrc pooled
over all sessions and subjects.
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FICURB 2. Observed :md predicted probabilities of a correct r pon c o a function of lag 
for items tei;ted follo\dng their first, second or thirt.l reinforcement. 

Fig. 2 presents the probability of a correct response as a function of lag for
items tested after their first, second and third reinforcement . The number of
obserrntions is weighted toward the short bgs, and al o toward the mailer
numbers of reinforcements. The short lags have more obsen•ations bccaucc
the distribution of lags is geometric (with parameter 1 /8). The �mailer numher:.
of reinforcements arc weighted because an item receiving k reinforcement�
provides data for C\'cry number of reinforcements less than or equal to k. For
example, the one reinforcement lag cun·c contains not onh· data from item:-.
given just one reinforcement, but also data from the first reinforcement of
items giYen two, three and four reinforcements. 1 •o data arc pre nted for
the four reinforcement conditions because of the small number of obser\'ation:-..
What is graphed is the probability of a correct response to an item that received
its jth reinforcement and was then tested after a lag of n trials. The data arc
presented for values of n ranging from Oto 15 and for j equal to 1, 2 and 3. 

The curves in Fig. 2 exhibit a consistent pattern. The probability correct
decreases regularly with lag, starting at a higher value on lag 1 the greater the
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numb r of prior reinforcement . The form.! of the I-reinforcement curve andthe c nrc quite imilar to tho.c found in a previous study witha 1 � \tkin >ll, Brei ford � · Shiffrin, 1967) in which only one rein en tu c ch item. There i one immediate inference thatc eun c : accepting for the moment the rest of the model, t tcm to he lo t from the hnffer arc chosen randomly isr If there,, �re n izahle tendency for the ol<le�t items in theu er then the l·urvc would exhibit a pronounced S-shape<lcfTc t ( \t frin, 196 ). 

I or I) i of thi e pcriment, certain dependencies masked
b need to he con idered. For example, the probability 
o nn item thnt rccci, ed its second reinforcement and was
t ri. I "ill depend on the numhcr of trials that intervened
t C 0

ccond reinforcement To clarify this point consider

I 22 7. ._I 

_lair 0-➔
G I 2Z-7. '--I _i
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_
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(I t tudy) (ht teat) (2nd study) (2nd teat)

hem 22 z I gi, en it first reinforcement, tested at lag � and given a second
nd then ghen a s con<l test at lag b._ I•or a fixed lag b, the

probabaht of correct re pon c on the second test, �,·111 dcpen� _on lag a. In
term of th model it j c y to sec "hy thi is so. I he prob_ab1hty c?rrect for
n item on th cond test ,, ill depend upon the amount of informau�m ab_out

nm LT. . If I a j c trcmcly hort, then there will have been very little time

I ,, 3. 
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for LTS strength to build up. Conversely, a very lo�g la' a will r� ult in LTS 
strength building up to a maximum but then decaying once the item ha left 
the buffer. Hence the probability of a correct response on the eco?d te_-t 
will be maximal at some intermediate \'alue of lag a; namely, at a lag \\l11ch \\Ill 
give time for LTS strength to build up, hut not o. �uch time that e cc he
decay will occur. For this reason a plot of probability cor_rcct on the econd
test as a function of the lag bet,,ccn the first and ccond reinforcement hould 
exhibit an inverted -shape. Fig. 3 is such a plot. The probability correct on 
the second test is graphed as a function of lag a. Four curve re hO\m for 
different values of lag b. The four cur\'CS ha\'c not been a,cragcd o\�r all ulues 
of Jag b because we wish to indicate ho\\ the - ha�c_d effect cha_n •e � 1th chan c
in lag b. Clearly, ,, hen lag b is zero, the probah1!1ty correct I umty and t��rc
is no -shaped effect. Conversely, ,,hen I.lg b 1s very large, the probah1ht' 
correct will tend toward chance regardless of lag 11, and again the lJ-shapcd 
effect will disappear. 

5. TIIE0RFTICAI. ANAI.Y!.IS

l\fonte Carlo l\Tethodr and Parameter Estimale.r 

The evaluation of the goodness-of-fit of the model involve a number of 
steps. With the present model and experiment, !\uch de irahle tati tic a 
maximum-likelihood estimates of the parameters cannot be calculated; indeed, 
there is no convenient subset of the exact data sequence which ,, ill allow us to 
calculate ' best ' estimates of the parameters. Our plan of attack will therefore 
utilize a representative set of results, namely the data of Figs. 2 and 3, to e timate 
parameter values; these parameter values will then be u ed to predict a number 
of additional results to be presented in the next portion of the paper. This 
section will be concerned with the method by which the model i:-. fitted to the 
data of Figs. 2 and 3. 

The goodness-of-fit criterion to be used is a type of lea t- quare mc.1.ure 
that is calculated in the same manner as chi-square. The criterion ,\ill be 
referred to as minimum chi-square with the understanding that this terminology 
is based upon the method of calculation and not the theoretical distribution of 
the measure. (The statistics in Figs. 2 and 3 arc by no means independent and 
our goodness-of-fit measure will not be distributed as chi- quare.) Given a 
goo�ness-of-fit measure, we now must decide how to generate prediction for 
a given set of parameter values. As noted earlier, the model i · too complex 
for the usual methods to be employed; instead, \Jonte Carlo techniques are
used. The Monte Carlo procedure involved generating p. cudo-data on a
computer. These data were generated following preci.cly the mies specified by 
the model (and the procedure of the experiment). Therefore, the e p,t·udo-data
are an example of how real data would look if the model were precisely correct.
Whenever an event occurred in the model that was probabilistic, a random num­
ber generator was used to determine the occurrence of that event. The same
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nal i routine th t " r d h PP I to t e real data to generate Figs. 2 and 3 waspphcd to the p udo-d t to I · f generate t 1corct1cal predictions. A large sample 

0 P � cncmtcd o that the theoretical predictions \\Crc stable and
\Sil encratcd theorcticnl predictioni; for a given set of parameterdnc of tt ,,a then men. urcd by the xt criterion:

�"•'· I o, .,.)•t{ ,l'�(e,) + N,-),l'r(C,)}{v,Pr(C,) o,f. (2) 

th urn ia t ken O\Cr II d tn points in Fig . 2 and 3. For the actuald a, th ob ncd number of correct re pon c for the ith point is c.knoted byO,, and , 1 th tot I number of re pon cs. I or th 1ontc , rlo cl, l, , l'r( ,) Jcnotes the probability of a correct ; of coura , the ,aluc of Pr(C,) depend upon the parameter vector (r, , , .,.), note b) n the number of simulated trials upon "hich Pr(C',) 1 b d. s u u. I. the m lier the x' value, the clo er are the predicted and
ncd d t In ord r to dctcnnine \\hich ct of p;\ramcter values provides th� best fit rdm lo the i" riterion, n fnirly c ·haustive . carch of the parameter space undcrt 1' n. fl11e grid c. rch procedure is similar to that described in 

.' in n 'rother (1 64).) Initially the carch was carried out using 4,000daffcrcnt lucs for the parameter , ector (r, \, 8, T), with a x" value being for c h �cctor. For thnt parnmct r \'Cctor yielding the minimum 
x•, a nd, con�ergin •, enrch routine wa then begun. These converging rch • \ r continued until the ct of parameters generating the n,inirnum x1 \ :-a d tcrmmcd to t\\o decimal place . One problem that arises when using a font rlo procedure i determining how large a sample of pseuJo-data is rcquir d to en urc ccur tc prediction . In this case, an attempt was made to curate pr"diction. hy generating a very large amount of pseudo-data t of p rnmetcr ,aluc : in the initial grid search each set of parameter , r hen 2 O uhjcet ,,orth of p cudo-data (each subject consisting of p udo-tri 1 ). \ n check 011 the tahility of the predictions, the pseudo-d ta � re dh id d in h If (100 uhjcet each) and separate x2's computed for ch h If [ (I) nd ;r(2)]. 'The following inequality was then evaluated : 

0·95 � r(l) � 1·05. 
x'(2) 

(3) 
If thi inequalit) \\ ti fied then x" was computed for the entire 200 subjects

orth of n udo-d. ta, nd the ,·nluc wa- assumed to be appropriate for that • • •· J f h · • 1·ty failed then the number ofpomt m the parameter pace. t e mcqua 1 
• 

, 
• p udo-tri 1 wa doubled and the split-half test. aga in. apphe�. :he n�m�er

of fl udo-tr'.ial '" inerca ed in this manner until the mequahty was satisfied.
f urthcnnorc a the rid carch began to con\'erge on the best set of parameter 

\ lucs the �und of inequality (3) were narrowed so that even greater .!accuracy • I \\'I th final set of parameter va ues wasof prcdi t d ulue \\OUlcl re u t. 1en c 
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obtained, 12,500 �lontc Carlo subject were gen.crated u ing tho e parameter
values. Jn all subsequent discussions, the predicted ,alue nre ba cd on the 
output of this final i\lonte Carlo run, and it is doubtful that they reflect any 
fluctuations due to sampling error. The best set of parameter \ lues \\ere: 
r-=3; /\=0•65; 0=}•25; T = 0•82. • • These parameter values arc in reasonable . accord \H�h _tho c foun�, mprevious experiments using the same rnodd ( tkm on 4 • • haffrm, !96 ). I he 
buffer size of r = 3 ma\' seem � rnnll :1t first glance hut r ha been e ti mated to he 
2 or 3 in each of the e�pcrirnents of the pre ent type. It i not hard to cc that 
a small ,·alue of r is to be expected: an r of 3 indicate that the ubject is imul­
taneously rehearsing six numbers and three letters, n fairly difficult ta k con­
sidering interruptions for tests and change in rehearsal folio,\ ing tudy period . 
The value of T is fairly low, considering that thi decay factor i applied on each 
trial; one explanation for LTS strength being reduced so quickly ,,ould hold 
that there is a great deal of retroactive interference in thi ituation. If o, then 
there should be evidence of this in the data. Evidence along these line "ill be 
presented shortly. 

The predictions from the theory arc sho,,n a the rnooth curve in Figs. 2 
and 3. It should be e\'ident that the predicted , alucs arc quite clo c to the 
obsen·ed ones. Note also that the sc\'en cun·e� in the t,rn figure arc fitted 
simultaneously ,, ith the same four parameter values. The fact that the pacing 
of the curves is accurately predicted is particularly interesting. 

Some Further Prtdictions 

A number of statistics that were not used in cstimatin� parameters arc now 
examined. These statistics test specific predictions of the model, predictions 
that were in some cases contrary to the authors' a priori' intuition . fo t of the 
machinery of the model, and its most no\'cl features, lie in the rehearsal scheme 
called the buffer. Fortunately, the very specific a umption made concerning 
the working of the buffer lead to clear-cut predictions to be searched for in the 
data. Consider, for example, the hypothc.es concerning 0- and J\1-items. 
The model predicts that the kind of item� inter\'ening between study and te t 
�viii inA�ence the probability correct at test. For one thing, the more N-itcms 
mten-enmg between study and test, the less the probability correct, hccau e 
?nly N-!tems �an eliminate an item from the buffer. Similarly, the more
mten·cnmg O-1tems, the greater the probability correct, becau c O-items 
cannot kn_ock th� stud!ed itei:n from the buffer. Although O-item and N-itcms 
are not _d1�ectly 1dent1fia_ble m the data, the probability of their occurrence can 
be max1m1:i:t•d by selectmg appropriate event sequences. Thus in Fig. 4 the 
'all-same'. ?nd 'all-different' curves arc plotted. For the all-same cur\'e,
the pr�bab1lity_ of? correct response is computed as a function of the lag, when
all the mter\'cnmg items hct\,cen study and test utilize the same stimulus. There 
arc three such curves, depending upon whether the studied item had been given 
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f''Cd nd prro1 tcd Ing CUf' for the oil-same an<l all-different conditions. 

It first, 8C o,�d �r thirti reinforcement. The model predicts that once any 
of th ant r"\ cmn • item enters the buff er, c,; cry succeeding item ,,. ill be an O-item 
and h n 111 al o enter the buffer {bccau. c all these intcrYcning items ha,·c the 

me timulu ). Thu the 11- amc curve should decrease less (as a function of 
1 } th n th unconditional lag cunc presented in Fig. 2. For the all-different 
cunc , on the otlicr h nd, the probability of a correct re ponse is computed for 
instance \�hen C\Cr) intencning item het,\een study and test utilizes a different 
tlmulu • In thi c, the number of intervening N-items tends to be maxi-

mized, nd h nc the prot ahilit) th:it the studied item will be knocked out of the 
buffer tend to be maximized. Therefore, the all-different cun·es should 
deer ( tcr th n the unconditional lag cur\'cs. It will be seen in Fig. 4 
that th 11- me nd II-different curves conform to these predictions. The 

hd Im in the figure rcprc ent predictions from the model using the parameter 
, lu timated in the pre,iou ection; the correspondence of data and theory 

ppca to be ru onably clo c. 
1 'e :-t con icier the factors determining the probability that a presented

item ill nter the buffer. 1o t important is the probability that the presented

item is n O-itcm, incc an O-itcm's stimulus is already in the buffer, an<l thus 

\Cf) O-itcm enters the buffer. Because a high probabi!ity of entering _the

buffe r implic a hi h probability of n correct re P_?nse �t test, 1t should _b_c possible 

to mnnipul te the probability correct by manipulat mg the probability �hat a

pre ntcd item i nn O-itcm. In Fig. 5 this has been <lone. �ons1clcr a 

sequence of con cuthe trial all utilizing the same stimulus, but with the last
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item in the sequence being given its fir t reinforcei:nent (thu it re �nsc �,ill I�
different from thnt of the immediately preceding lt('m). Once n) Item in th, 
sequence enters the buffer, every followin •item,, ill do o al o; thu the long�r
the seqllence, the greater the probability th It the la t item in the quenec ,�111
enter the buffer. Fig. 5 plots the probability of a correct re pon � n function 
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FIGURE 5. Observed and predicted probabilities of a correct response a function of the 
number of consecutive preceding item, usina the eamc 11timulu . 

of the length of the sequence of preceding items all utilizing the ame stimulu . 
The curve plotted is ,wt a lag curve; the probability correct is p ooled for over all 
lags at which the eventual test occurred. The theoretical predictions arc 
generated from the previously estimated parameter values, and again there i a 
good correspondence between theory and data. The effect found here i 
particularly important because it emphasizes the dichotomy between hort- and 
long-term processes. A traditional interference theory would seem to predict 
just the opposite effect from that found, in that ' proacti, c interference ' should 
increase as the length of the preceding sequence increases. .. 'c\Crthcle s, 
indications of typical interference effects will be seen for long lags, where LTS, 
and not the buffer, is playing a predominant role. 

In order to extend and verify the results of Fig. 5, con idcration is now 
given to the effect of the lag preceding an item's presentation for study. To make 
matters clear, consider the folio\\ ing diagram: 

(study) 

Item receives 
itsjth 

reinforcement 

(test) (study} 

Assignment 
of new 

re ponse 

(t�t) 

!tem_22 Z �s studied for thejth time and is then te�ted at lag a; on this trial 22is paired with a new response X, and tested next at lag b. According to the
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6. Obacncd and pr'-'\lictcd probabilities of a correct response as a function of lag a.
(Sc:c diagram in text.) 

abo, di ram, what is plotted i the value of lag a on the abscissa versus the 
prob bility of a correct re pon e averaged over all values of lag b on the ordinate. 
There i eparatc cunc for j- 1, 2 and 3. Note that the results of Fig. 5 are 
confirmed by tho e of rig. 6; again interference theory would appear to predict 
n cfT oppo ite to that found. 

Th predicted curve arc ba. cd upon the previous parameter estimates. 
The prediction and ob ervations coincide fairly well, but the effect is not 

dram tic a one might hope. One problem is that the predicted decrease 
i not very large. on idcrably stronger effects may be expected if each curve

is p rat d into t\\o components: one where the preceding item was correct

at t t nd the other "here the prcced ing item was not correct. In theory the

deer predicted in Fig. 6 is due to a lessened probability of the relevant

atimulu being in the buffer as lag a increases. Since an item in the buffer is
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I d ,.1 to correctly an analy i made conditional upon correct
a ways respon cu • · } h ld ·r, ti (th C ntrc te t in the ahO\e daa •ram ou rn gm) 1e
responses or errors e " 

d. · Iff 'I' b . prcci"e the decrea e ,, ill be accentuated for the cun c con mona 
e ect. o c · • · d. d t h u on correct response:-, \\hcreas no <lecrl'a c at all •� pre tc�c or t c cunep · · I ]fan error i made the rclc,nnt t1mulu cannot hecond1t10na upon errors. • ' . h bT · h l ff .1 hence the new item enter the huff er "1th pro I aty ,m t e ,u er anu • • d J which is indcpcn<lent of Jag a. I· ig. 7 pre ent the cond1t1on I cunc an t 1c

� RCINFORCEM.-NTS 

4 

--0, <""O'• •►-�I, .... - cg:: 
0--_.., 

LAG a 

F1c.1..RE 7. Observed and predicted probabilities of a corn-ctr pon a, a function of I a 
conditional upon correct and incorr<:ct rcspon <.-.. (St.c dingrnm m t t.)

predictions. The decreasing effect is fairly c, idcnt for the correct curves, 
whereas the error curves, as prcdictc<l, arc quite Hat O\er lags. Concei,ably one 
might argue that the effects arc due to item selection \\ ith correct re pon e 
indicating easier stimuli and incorrect responses indicating more difficult one . 
However, it is difficult to imaginl. how item selection could c:..plain the eventual 
crossing of the correct and error curves foun<l in each of the three diagram 
(Undoubtedly thtrc arc some selection effects in the data of Fig. 7, but their 
magnitude is difficult to determine. Thus, these data should be regarded \\ith 
some caution.) Indeed, the model docs not explain the cro soYcr. The model 
predicts that the two curves should meet. The model is in error at thi:. point 
because it has not been extended to include negative transfer eff cct::;. Such an 
extension would not be difficult to implement, however. An item responded 
to correctly at a long lag probably has a strong LTS trace. This strong trace 
would then interfere v. ith the L TS trace of the new item which, of course, u cs 
the same stimulus. Thus the data of Fig. 7 appear to imply opposite effects at 
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hort nd lo ith the effect at long lag (\\hen LTS rather than the
buffer an ) b 1cd to be the predominating influence) exhibiting the resultc pcctcd fro rf ercnc th orie . 

I 1 . 6 nd 7 both how that the predicted Jccrca c becomes smaller as 
the number of rcinfor ment incrc. 'l'hc fact th.it the data seem to support 
th1 mn cert, in of the b11ffcr-rcplaccmcnt as umptions.
lnc reinforcement incrc.1 e is predicted b�•cause the
prob e huffer i reduced for an item receiving its third 
rem rs con equence of the a umption that an item 
rctn he tc l ph e of the tri.,1 i not entered into the buffer 

on Thu a reinforcement incrca c, the probability 
of It of hort l,1, ,, i partinlly cou nterbalanced. 

r c, I predict ion to thi point may be considered to 

p Itron for the detail of the model. The feature that 
h out of i that of I..TS re pon c compet ition, or negative 
tr c mo take • ccount of this effect bccau�e it ignores 
r tion in fro m previous items u ing the same stimulus. 

t de rly indicated by the occurrence of intrusion errors; par-
11 h t \\ere correct re pon�c on the preceding occurrence of that 

tim mplc, con ider the follO\dng cquence: 

I 22 Z t,,f--l-o-... ➔G 122-X 11--l-ag_b.......,.. {�] 

(aiudy) (t t) (atu<ly) 
ignment 

of new 
r ponsc 

(test) 

Item 22-2 i tudicd for the Jth t ime and then tested at lag a. On _this t�ial

22 ia paired ith ne,, re pon e X and next te tc<l ?t lag b. By an mt_rusio
� 

error ,, m an the oc urrcncc of rc�pon e Z \\hen 22 is tcsted a_t the far right 0 

th d. 'l'he model predict that thc.c intru ion errors v.111 be at a chance
e I r m.

f • i t In fact lc,cl (I /25) nd incl p ndent of I, g and number �. rem �rccm�n s. 

h d
. 

. f: ii l'ig 8 1>rc nt the prohab1hty of intrusion errors as a
t c pr I lion · · 

I f I Three curves are 
function of I g b, where the data arc p ooled f

; 
a
�
l \'a 

t
s o 

oi:iiity of giving the 
plotted for j- I, 2 nd 3. If it i n urnc t �t t c p

f
r

unction of that previous . 
1 a intru ion error 1s some prc\lou y correct re pon c a  II 

f •suits in Fig 8 follows
Item's current I_.T. trcngth, then d�c 

r
p attcrn o

t o

r
� the previou� item, the 

II I• I the more rem1 orccmen . natura y. •or ex mp e, 
h, bability of its response being

rent r it 1.:1 trength, and the great

h
c� t 

f
c

'l
pro

. of the model is not very 
. . . r Thu t I a1 urc 

b ncn n mtru ion erro • 
Th. <lei could be extended in a num er 

d1 tre in ' r thcr it \\ expected. c 

�
n.o 

LTS traces without appreciably
of ob, ·ou ,, " to t kc account of competing

·u d ., 
J. · s already cons1  ere .

chan ing the accuracy of the pre ictton 
s.P.

B 
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F1cuRE 8. Probability of an intru ion error function of the pnor number of 
n·mforn rnc.-nt 

The major empha is in this paper ha been on rl!hcar al procc c concep­
tualized in the frame\\Ork of a buffer mecha11Lrn. lkcau e of thi emph i 
upon short-term processes, the experiment houlJ not be con iJcre<l a a tron 
bridge to the usual paired-associate learning ituation. llo\,e\Cr, a number of 
long-term effects (such as intrusion error· anJ interference cau �d hy pre\'iou ly 
learned items on new items using the same tirnulu ) demon trat that LT. 
mechanisms play an important role in this study. It i undoubtedly true th t 
modifications of the theory are required before it can be applied to the typical 
paired-associate learning experiment. For e,amplc, it \\OulJ h ncce ry to pro­
vide more structure for the workings of LTS. Sc, era! po iblc form for uch 
structure have been suggested by Atkin ,on & Shiffrin (196 ). The.: � nc,, 
considerations have yet to be e:-.perirncntally inn:. tigated, but it appear that 

the theoretical gap bet\\een ' memory ' and 'paireJ-ns ociatc learning• t:1. k 
may be bridged without too much difficulty in the near future. 
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