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MULTIPLE REINFORCEMENT EFFECTS IN
SHORT-TERM MEMORY

By J. W. Brevrsroro, Jr.,' R. M. Suirrrix and R. C. ATKINSON

Stanford University, Stanford, California

A continuous memorizing situation was studied in which test and study
trials alternated throughout an experimental session. The items studied were
paired-associates.  The interval between study and test for a particular item was
randomly determined; and an item was given one, two, three or four reinforce-
ments. A guantitative model is proposed which has two memory stores: a
short-term store in which the subject generates a carcfully controlled rehearsal
scheme of fixed length, and & long-term store in which information is accumulated
and lost. A large number of theoretical predictions of the model were verified
quantitatively by the data, which confirm results of previous experiments, and
support the hypothess that highly structured rehearsal schemes play a major role
in many short-term memory and learning situations.

1. INTRODUCTION

Atkinson & Shiffrin (1968) have proposcd a multi-process model of memory
that has been employed successfully to describe the cffects of a variety of
cxperimental variables. These include: list length, presentation rate a{ld
confidence ratings in cxperiments involving a discrete, indt?pendcnt trial
procedure; and mode of rchearsal, size of stimulus set, and Judgeme_:nts of
recency in continuous memory experiments.  In all o.f these experiments,
items to be recalled were presented for a single period of study with a
subsequent test period. In so far as a given item never received more t!lan a
single study period (or reinforcement), these experiments may be said to
involve memory rather than learning. The present stud)" F;Lthds the earl.ler
work into the area of pairced-associate learning by giving items varying
numbers of reinforcements. An attempt will be ma.de in this paper to
cxplain the results with a model incorporating only a minor extension of the

cory used in the previous work. ) .
i ?‘hc":ank cmpll:)ycd in the experiment involves a contmuou(sj prcsflr(}ti::it:)(r)]r;
technique which makes it possible to study the learning proccssfun erc ey
that are quitc uniform and stable throughout the course o&a{\\ds:spcr (1960.
(This technique is very similar to one cmplo_ycd byk?'nttim:::k whoving randoml);
1962).) In cssence the task requires thc.subj.cct tokeep hlt'ﬂ o g i 9
changing responses to cight different stimuli. The cig \s i o

: A scssion is begun by
at the start of a session and used throughout tl}at scssion. oy
presenting for study cach of the cight stimuli with associ

I Now at Yale University o
S.P.
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Following this initial study phase, there is a continuou$ serie$ of trials, each
trial consisting of a test phase followed by a study phase. During the test phase
a stimulus is randomly selected from among the set of eight stimuli, and the
subject tries to recall the response last, or most recently, associated with that
stimulus. Following the test (and the subject’s attempted recall) the study
phase of the trial occurs. In the study phase, the same stimulu$ presented in
the preceding test phase is presented, sometimes re-paired with the response
that was previously correct, or sometimes paired with a new response; in any
case, the subject must study and try to remember the presented pair.  In order
to distinguish between a particular stimulus and a particular stimulus-response
pair, a convention is henceforth adopted that an ‘ itemn ’ will refer to a particular
stimulus-response pair. ‘The number of reinforcements for a given item is
determined probabilistically but never exceeds four.

The number of trials intervening between the study and test of a given
item will be referred to as the ‘ lag’ for that item. ‘T'hus, if the test occurs
immediately following the study period, the lag is zero. If one trial intervenes
(involving test and study on another stimulus), then the lag is one; and so on.
Since the stimulus tested is chosen randomly from the set of eight stimuli on
each trial, the lag between study and the next test is distributed geometrically
with a parameter of 1/8. The task of the subject is simply to remember the
current responses assigned to the eight different stimuli.  Learning is involved
because at the time of testing some of the stimulus-response pairs have had
multiple reinforcements, i.e. any given study period may involve the first,
second, third or fourth reinforcement of a particular stimulus-response pair.
Therefore, the subsequent test of that pair will involve a test after one, two,
three or four reinforcements, respectively. The primary dependent variable
is the probability of a correct response as a function of lag and the prior number
of reinforcements.
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Ficure 1. A sample sequence of trials.
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Before proceeding to the model it ma
mental ‘proccdurcf in some detail. Fig. 1 presents a sample sequence of trials
from trial n to trial n +20. The stimuli were sclected from the set of two digit
numbers, and the responses were selected randomly from the alphabet. Various
events of the type to be considered later are illustrated in Fig. 1. On trial 42
stimulus 22 is paired with a new response, L, and assigned three reinforcements,
the first occurring on trial n + 2. ‘The second reinforcement occurs on trial
n+3 after a lag of zero.  After a lag of six, the third reinforcement occurs on
trial #+10.  After a lag of cight, stimulus 22 is re-paired with a new response
on trial m+ 19, Stimulus 33 is sampled for test on trial n+6 and during the
study phase is assigned the new response, B, which is to receive two reinforce-
ments, the second on trial n+9.  Stimulus 44 is tested on trial n+4, assigned
the new response, X, which is to receive only onc reinforcement; thus, when 44
is presented again on trial s + 16 it is assigned another response which by chance
also is to receive only one reinforcement, for on the next trial 44 is studied with
response (). Note also what constitutes a correct response. For example,
when stimulus 33 is presented for test on trial n+6, the correct response is T';
when presented for test on trials #+9 and n+ 15, the correct response is B;
and when presented again, the correct response will be N.

y be helpful to illustrate the experi-

2. MopbEL

The theory postulates three memory states: a very short-lived memory
system called the sensory register; a temporary memory state called the short-
term store (515); and a more permanent memory storage state called the long-
term store (L'I'S). A considcration of the time interval§ and procedure used
in the present study leads us to assume that every item is accurately recorded
in the sensory register and then at once transferred to STS fqr active considera-
tion by the subject. In what follows, then, the sensory register plays no part
and attention will be restricted to STS and LTS.

Short-term Store

Information entering S'T'S resides there for a s.hort Penod, perhaps of c;h;,
order of 15 sec., before being lost completely; this pcr‘lod may be e);lten el
indcfinitely, however, by processes controlled by the ’su.bjcct. such as re ;a;‘::s,
coding, and so forth. ‘T'he memory in the model is imperfect, nevertheless,

because only a very limited amount of inforn}ation may be mal:ntam(t:i;:; 2{'2
An immediate test of any merm.atxon that has en v.l S
say) will result in correct retnegrso ’ ntdaa
information. In the present study every item 1s ass.un}:ed tfzr':n:;:: ek fhin
test at lag zero occurs within several seconds of study it erﬁ ,For e
of a correct response for any item tested at lag zero 1sl:u:h:t. b e
or greater the time intervals in the present task- are suc s N
from S'T'S unless some sort of rehcarsal mechanism s invoke

at any onc timc.
(within a few seconds of study,
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An analysis of subjects’ reports and a consideration of similar experiments
(Atkinson, Brelsford & Shiffrin, 1967) lcad us to propost a very specific, quite
orderly, rchearsal scheme called the * rehcearsal butfer * or “ buffer ’.

Rehearsal Buffer 'T'he buffer is a rehcarsal scheme in which a fixed number, r,
of homogencous items arc rehcarsed at any one time during an experimental
session. It is assumed that the scries of study items at the Start of each experi-
mental session fills the buffer and that the buffer stays filled thercafter. ‘The
size of the buffer, r (defined as the number of items held Simultaneously),
depends upon the nature of the items and thus must be estimated. Once the
buffer is filled, cach new item that enters causes one of the items$ currently in
the buffer to be lost (i.c. an item currently undergoing rchearsal i$ climinated
to make room for the new item). It is assumed that a correct résponse i8 always
given if an item is in the buffer at the time it is tested.

Consideration will now be given to the decision rules by which the Subject
enters new items into the buffer, and thereby climinates items currently in the
buffer. In order to do this, it is necessary to distinguish theoretically between
two kinds of items presented for study: O-items and N-items. An O-item
(old-item) is an item presented for study whose stimulus is alrcady a component
of an item currently in the buffer. An N-item (new-item) is a presented item
whose stimulus is not at that time in the buffer.

RuLe 1. Any O-item presented for study is automatically entered into the
buffer and replaces there the item with the same stimulus as the presented item.

There are several reasons for this rule. If the presented item is receiving
its sccond, third or fourth reinforcement, then the item replaced is identical
to the one presented and it does not really matter whether we speak of replace-
ment or not, i.e. the state of the buffer remains unchanged in any case. If, on
the other hand, the presented item is receiving its first reinforcement, then the
item currently in the bufter with the same stimulus will have a ditferent response
member. In fact, this response will now be an incorrect response to that
stimulus; the subject must therefore change it to the new, correct response,
lest he start rehearsing incorrect information.

RULE2. When an N-item is presented for study, the subject bases his decisions
upon the result of the immediately preceding test phase of the trial: if on the test
Phase the subject had correctly retrieved from long-term store the item being presented
Jor study, then the item is not entered into the buffer. Otherwise, the item is entered
into the buffer with probability «; if the item enters the buffer, then the item eliminated
to make room is chosen randomly (i.e. each item currently in the buffer has probability
1/r of being the one eliminated).

The reasons for this rule are again straightforward. If a correct retrieval
of the prescnted item had just been made from LTS, then the subject has
reason to believe he already ‘ knows’ it, and will not attempt to rehearse it
further (in this case, of course, the presented item is recciving its second, third
or fourth reinforcement). Note that a correct LTS retrieval of the prex';ented
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item (and not just a corrc'ct'ly-gucsacd responsc or a zero-lag response) is necessary
for the .suh]cct to prohibit entry into the buffer. If the presented N-item is
not retrieved from L'I'S (which is always the case if the item is being given its
first reinforcement) then the subject does not ¢ know ° it, and rehcarsal becomes
desirable. On the other hand, there undoubtedly is a certain amount of effort
involved in rearranging the buffer; in addition, the item which must be removed
from the buffer to make room has not yet been tested.  In consideration of these
conflicting tendencics it scems appropriate to let the entry probability be a
parameter, a, to be estitnated.  Finally, once an item is entered into the buffer,
it is necessary to decide which item already there is to be removed. In previous
studies using fixed lists, it has proved uscful to postulate a tendency for the
oldest items in the buffer to be the first climinated. In all work using the
continuous presentation technique of the present study, however, it has been
most accurate to postulate a random choice of the item to be removed. Fairly
direct evidence supporting this assumption will be presented later in conjunction

with Fig. 2.

Long-term Store

LTS is viewed as a memory state in which information accumulates for
cach item. ‘The term ‘information’ is not used here in a technical sense.
It refers to codes, mnemonics, images or anything else the subject might store
that would be retrievable at the time of test. It is assumed that informatiqn
about an item may enter L'I'S only during the period that an item resides in
the buffer. The status of an item in the buffer is in no way affected by transfer
of information to LT'S. Whereas recall from the buffer was assumed to be
perfect, recall from LTS is not neccssarily perfect and usually w.ill not be.
At the time of test on an item, a subject gives the correct response if _the item
is in STS but if the item is not found in SIS, the subject scarches in L'TS.
This LTS scarch is called the retrieval process. Two features c?f the LTS
retrieval process must be specified. l"irstt it is assumed that the Ilkellhqocz of
retrieving the correct responsc for a given item improves as the a'mountfof infor-
mation stored concerning that item increases. Second, tl?c retrieval oh.an ne]r:i\
gets worse, the longer the information has been stored in LTS. 'Tf is cou
result from autonomous decay or active interference from other information
being stored in L'I'S. . i

glt‘will be specifically assumed in this paper that }nformat'lgn is ttrha:zf:g:rd.
to L'T'S at a constant rate, 0, during the period that an item rcs:bcsﬁn: * exactl):
0is the transfer rate per trial.  Thus, if an itcm remains in the buffe i
e : t of information in LTS equa
J trials, then that item accumulated an amoun'. gl o Sl
j6. Next, it is assumed that cach trial following the el .- Tt
knocked out of the buffer causes the mforr'rrl‘z;lm;n isftoar: ey e dkat
Ndacutens Ly :50055, 07 DR ff > t’ trial j, and i trials intervened
reinforcement were knocked out of the buffer a t}{é e rofiifac it
between the original study and the teston that item,
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stored in LTS at the time of test would be (j8) (v¢-9). In thi$ expfriment an
item receiving two, three or four reinforcements may enter and leave the buffer
two, three or four times. When the item is in the buffer the 0-process i$
activated, and when not in the buffer the r-process takes over.

The probability of a correct retrieval of an item from L'I'S i% now $pecified.
If the amount of information in L'I'S at the moment of test i$ ze¢ro, then the
probability of retrieving the correct response should be zero.  A$ the amount
of information increases, the probability of a retricval should increafe toward
unity. o, is defined as the probability of a correct response for an item which
is not in the buffer but has accumulated an amount of information in L'I'S equal
to [ at the time of test. Considering the above specifications on the retrieval

process,

op=1—(1-g) exp(-1), (1)
where g is the guessing probability and, in the present experiment, i% 1/26 since
there were 26 response alternatives.

As alrecady stated, items that have received two, three or four reinforcement$
may have been in and out of the buffer at various times and the eXpression for /
becomes fairly complex. Suppose, for example, an item has been in the buffer
7, trials, then out of the buffer j, trials, then in iy, out j,, in 75, out js, and then
tested. At that point

I={[(#,0)79 +i,0) 79 + 30 }r5r.
As part of the calculation of the probability correct at lag % for a three reinforce-
ment item, onc would then have to consider all combinations of #’s and j's, and
compute the conditional probability of each one. It should be clear that this
direct method for calculating predictions, although possible, is both formidable
and inefficient. Instead, predictions from the model were gencrated using
Monte Carlo methods; the procedure is described in detail later.

At this point it would be appropriate to review the sequence of cvents and
decisions proposed in the model. A trial begins with the presentation of a
stimulus for test. The subject first checks S'I'S; if the test was zcero lag then
the item is present in STS and a correct response is made. Next, or at the same
time, the buffer is checked; if the stimulus is in the buffer, then again a correct
response is made. If the stimulus is not in the buffer or S'I'S, then LTS is
searched, and the probability of retrieving the response correctly is an exponen-
tial function of the amount of information then in L'I'S about the item. If all
of these searches fail, then the subject guesses randomly. Next comes the study
phase of the trial. The stimulus just tested is now presented again paired
with a response for study. In order to determine whether to rehearge this item,
the subject refers to the two decision rules given earlier (concerning O- and
N-items). It should be noted that the model has four parameters to be egtimated:
7, the buffer size; a, the buffer entry probability; 6, the transfer parameter; and
7, the long-term decay parameter. ‘I'he model is identical to that uged in
previous studies (cf. Atkinson, Brelsford & Shiffrin, 1967) with the sole addition
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that an item retrieved from LTS is never entered into the buffer, a state of
1

affairs never arising in experiments where each item receives only one reinforce-
ment,

3. EXpPERIMENT
Method

Subji_tn The subjects were 20 students from Stanford University who received $2
per experimiental session. Each subject participated in at least 10 scssions.

Apparatus  The experiment was conducted in the Computer-Based Learning I.abora-
tory at S.nnfnrd University. Control functions were performed by computer programs
running in & modified PDP-1 computer manufactured by the Digital Equipment Corpora-
tion and under the control of a ime-sharing system.  ‘The subject was scated at a cathode-
ray tube display terminal. Stimuli were displayed on the face of the cathode-ray tube
(CRT); responses were made on an electric typewriter keyboard located immediately below
the lower edge of the CRT.  (For a more detailed description of the apparatus sce Atkinson,
Brelsford & Shiffrin, 1967.)

Stimuli and responses  ‘The stimuli were eight two-digit numbers randomly selected
for cach subject and session from the sct of all two-digit numbers between 00 and 99.
Once a set of eight stimuli was selected for a given session, it was used throughout the
session. Responses were Ictters of the alphabet, thus fixing the guessing probability of a
correct response ot 1/26.

Procedure Every session began with a scrics of cight study trials; one study trial for
each stmulus used in the session. On these trials cach of the cight stimuli was paired with
8 rponse selected randomlv. ‘There were no restrictions on repetition of responses.
After the initial study trials the session involved a series of consecutive trials, each consisting
of 8 test phase followed by a study phase. On cach trial a stimulus was randomly selected
for testing, and the same stimulus was then presented for study. During the study phase
of the trinl the stimulus was somctimes re-paired with a new response and sometimes left
paired with the old response. To be precise, when a particular stimulus—response pair was
presented for study the first time, a decision was made as to how many rel:nforccmcnts
(study periods) it would be given; it was given cither one, two, three or fom" relnforf:emcnu
with probabilities 0-30, 0:20, 0-40 and 0-10, respcctively. When a part.lcular stimulus—
responae pair had received its assigned number of rcinforccmc:nts, its stl‘mulus was then
randomly re-paired with a new responsc on the next study trial, and tl_n.s new item was
amsigned a specific number of reinforcements using the aPove prqbablhty distribution.
Reference to Fig. 1 should clarify this procedure. The subjec.t was‘mstructc'd to reqund
on the test phase of each trial with the letter that was last studied with the stimulus being

tested. Since the stimulus sclected for testing was chosen randomly on each trial, the
arameter of 1/8.

istributi from study to test was gcometric with a p.
v st h f y trials was such that each study

The temporal arrangement for the cight initial stud \ ¢
trial lasted for 3 scc. with a 3 sec. inter-trial interval. Each trial of the session proper

' 4] g The word test appcared on the upper face
gl A e \y- . ected member of the stimulus set

of the CRT. Beneath the word rest a randomly sel : ; ; 4
Thi i i ., during which subjects were told to
sppeared. ‘This test portion of a trial lasted for 3 sec = wi?h b st e

respond with the last response that had been assoc1a(3) i i

necessary.  (2) The CRT was blacked out for 2 sec. imulus-response pair appeared.

d study a sti <
upper face of the CRT for 3 sec. Below the Worcdisn'; t);st portion of the trial. Depending

i « was the same one used in the prec g ) g
n"l"; ':;‘m“hf f:rcement schedule, the response was either the one that had prewfn;sly'llzhefl .
correct :rnﬂ:ew onc. (4) There was a 3 sec. inter-trial interval before the next trial.
a !
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a complete trial (test plus study) took 11 sec. A subjc(-:t was run for 220 such (l;:lll during
each experimental session. For each subject and session the entire sequence o presenta-

i j e » latencies were recorded.
tions, the subjects’ responscs, and response latencies

4. REsuLTs
e warm-up effects from the data, the frst scssion for
ach subscquent scssion are not
results are pooled

In order to eliminat .
each subject and also the first 25 trials of ¢
included in any of the analyses; otherwise, in what follows, the

over all sessions and subjects.
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FiGure 2. Observed and predicted probabilities of a correct response as a function of lag
for items tested following their first, second or third reinforcement.

Fig. 2 presents the probability of a correct response as a function of lag for
items tested after their first, second and third reinforcements. ‘I’he number of
observations is weighted toward the short lags, and also toward the smaller
numbers of reinforcements. The short lags have more observations because
the distribution of lags is geometric (with parameter 1/8). 'T'he smaller numbers
of reinforcements arc weighted because an item receiving k reinforcements
provides data for every number of reinforcements less than or equal to k. For
example, the one reinforcement lag curve contains not only data from items
given just one reinforcement, but also data from the first reinforcement of
items given two, three and four reinforcements. No data are presented for
the four reinforcement conditions because of the small number of observations.
What is graphed is the probability of a correct response to an item that received
its jth reinforcement and was then tested after a lag of » trials. 'The data are
presented for values of # ranging from 0 to 15 and for j equal to 1, 2 and 3.

The curves in Fig. 2 exhibit a consistent pattern. The probability correct
decreases regularly with lag, starting at a higher value on lag 1 the greater the
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number ofl[?rior rcinforcemcpts. ' "l'hc forms of the I-reinforcement curve and
thc.pr'obnhlluy values arc quite similar to those found in a previous study with
a .mmlnr procedure b(.-\tkmson, Brelsford & Shiffrin, 1967) in which only one
nlnfommcng was given to cach item.  There is one immediate inference that
can be derived from these curves: accepting for the moment the rest of the model,
the assumption that items to be lost from the buffer are chosen randomly is
reasonably accurate. If there were a sizable tendency for the oldest items in the
buffer to be lost first, then the curves would exhibit a pronounced S-shaped
effect (Atkinson & Shiffrin, 1968).

For a deeper analysis of this experiment, certain dependencies masked
by the curves of Fig. 2 nced to be considered. For example, the probability
of a correct response to an item that recceived its second reinforcement and was
tested at some later trial will depend on the number of trials that intervened
between the first and sccond reinforcements. T'o clarify this point consider
the following diagram:

laga lag b

22-7Z 22 22-Z - 22

v

(18t study) (1st test) (2nd study) (2nd test)

Item 227 ig given its first reinforcement, tested at lag @ and given a second
reinforcement, and then given a second test at lag 6. For a fixed lag b, the
probability of 4 correct response on the second test will depend on lag @a.  In
termg of the model it is casy to sce why thisisso. The probability correct for
an item on the gecond test will depend upon the amount of information about
itin.I's. If |3g a ig extremely short, then there will have been very little time

['Y]

g == py _T":—‘-'-‘ .0
glo o - --9 lag b
ol
8}

-

S 7
«

§ 6
a 5
5 4
E o3
- )

a 2}

'C | { 1 O Y O] |
? 5 2 3 4.5 67 89 o2 I3t

LAG o
babilities of a correct responsc as a function of both

Fuame 3. Observed and predicted pro (Sce diagram in text.)

lag aand lag b.
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for I.TS strength to build up. Conversely, a very long lag a will refult in LTS
strength building up to a maximum but then decaying once the item ha$ left
the buffer. Hence the probability of a correct response on the Second teft
will be maximal at some intermediate value of lag a; namely, at a lag which will
give time for I.'T'S strength to build up, but not o much time that eXce$ive
decay will occur. For this rcason a plot of probability correct on the Second
test as a function of the lag between the first and second reinforcement $hould
exhibit an inverted [U-shape. [Iig. 3 is such a plot. 'I’he probability correct on
the second test is graphed as a function of lag a. IFour curve$ dre Shown for
different values of lag 5. ‘T'he four curves have not been averaged over all values
of lag b because we wish to indicate how the U-shaped effect change$ with change$
in lag 6. Clearly, when lag b is zcro, the probability correct i8 unity and there
is no UU-shaped effect. Conversely, when lag b is very large, the probability
correct will tend toward chance regardless of lag @, and again the U-shaped
cffect will disappear.

5. THEORETICAL ANALYSIS
Monte Carlo Methods and Parameter Estimates

The cvaluation of the goodness-of-fit of the model involves a number of
steps. With the present model and c¢xperiment, such desirable statistics a$
maximum-likelihood estimates of the parameters cannot be calculated; indeed,
there is no convenient subset of the ¢xact data sequence which will allow us to
calculate ‘ best ’ estimates of the parameters. Our plan of attack will therefore
utilize a representative set of results, namely the data of Figs. 2 and 3, to estimate
parameter values; these parameter values will then be used to predict a number
of additional results to be presented in the next portion of the paper. This
scction will be concerned with the method by which the model is fitted to the
data of Figs. 2 and 3.

The goodness-of-fit criterion to be used is a type of least-square measure
that is calculated in the same manner as chi-square. The criterion will be
referred to as minimum chi-square with the understanding that this terminology
is based upon the method of calculation and not the theoretical distribution of
the measure. (The statistics in Figs. 2 and 3 are by no means independent and
our goodness-of-fit measure will not be distributed as chi-square.) Given a
goodness-of-fit measure, we now must decide how to generate predictions for
a given set of parameter values. As noted carlier, the model is too complex
for the usual methods to be employed; instead, Monte Carlo techniques are
used. The Monte Carlo procedure involved generating pseudo-data on a
computer. These data were generated following precisely the rules specified by
the model (and the procedure of the experiment). ‘Thercfore, these pscudo-data
are an example of how real data would look if the model were precisely correct.
Whenever an event occurred in the model that was probabilistic, a random num-
ber generator was used to determine the occurrence of that event. The same
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aml).ml routine that was applied to the real data to gencrate Figs. 2 and 3 w

applicd to the pseudo-data to generate theoretical predictions. ;\' large sam T:
of pseudo-data was generated so that the theoretical predictions were sgtablc arr)md
accurate. Having gencrated theoretical predictions for a given set of paramete
values, the goodness of fit was then measured by the x2 criterion: 4 r

“u e 1 1 , 2
.7, @ 6, 7) ‘z{.\’.l’r((“)+N.—N‘l’r((‘l)}{N‘l '(C‘)'O‘}’ 2)

where the sum is taken over all data points in Iigs. 2 and 3. For the actual
data, the observed number of correct responses for the sth point is denoted by
Oy, and Ny 1s the total number of responses.

For the Monte Carlo data, r(C) denotes the probability of a correct
response; of course, the value of Pr(Cy) depends upon the parameter vector
(r. % 0, 7). We denote by n the number of simulated trials upon which Pr(Cy)
15 based.  As usual, the smaller the x? value, the closer are the predicted and
observed data. .

In ordér to determine which set of parameter values provides the best fit
according to the x3 criterion, a fairly exhaustive scarch of the parameter space
was undertaken. (‘The grid scirch procedure is similar to that described in
Atkinson & Crothers (1964).) Initially the scarch was carried out using 4,000
different values for the paramcter vector (r, a, 0, 7), with a y? value being
generated for each vector. For that parameter vector yielding the minimum
x*. 8 second, converging, scarch routine was then begun. These converging
scarches were continued until the set of parameters gencrating the minimum
x* was determined to two decimal places.  One problem that arises when using
a Monte Carlo procedure is determining how large a sample of pseudo-data is
required to ensure accurate predictions.  In this case, an attempt was made to
ensure accurate predictions by gencrating a very large amount of pseudo-data
for each set of parameter values: in the initial grid scarch each set of parameter
values were given 200 subjects worth of pseudo-data (each subject consisting of
2200 pseudo-trigls). As a check on the stability of the predictions, the pseudo-
data were divided in hglf (100 subjects cach) and separate x?’s computed for
cach half [4¥(1) and x*2)). T'he following inequality was then evaluated:

95< XM 4. 3)
095 25055 <1:05.

If this incquality was satisfied then x* was comput .
worth of pseudo-data, and the value was assumed to be appropriate for that

point in the parameter spacc. If the inequality fai.led, th.er:i thcr:nr:umb;rb::
pseudo-trials was doubled and the split-half tcst'agam.apphc 1. ¢ ntl'lsﬁcd

of pseudo-trials was increased in this manner until the inequality w?s :s:almete;
Furthermore, as the grid search began to converge on the best setot paccurac

values, the bounds of incquality (3) were narrowed so that even gr::ar cvralueg wa)s'
of predicted values would result.  When the final sct of paramete S

ed for the entire 200 subjects
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obtained, 12,500 Monte Carlo subjects were generated uSing thofe parameter
values. In all subsequent discussions, the predicted values are baSed on the
output of this final Monte Carlo run, and it is doubtful that they reflect any
fluctuations due to sampling error. ‘I’he best set of parameter vilues wWere:
r=3; a=0-65; 6=1-25; 7=0-82.

These parameter values are in reasonable accord with thoSe found in
previous experiments using the same model (Atkinson & Shiffrin, 1968). ‘I'he
buffer size of r =3 may scem small at first glance but » has been estimated to be
2 or 3 in each of the experiments of the present type. It i not hard to 8ce that
a small value of r is to be expected: an r of 3 indicates that the subject is $imul-
taneously rehearsing six numbers and three letters, a fairly difficult task con-
sidering interruptions for tests and changes in rchearsal following study periods.
The value of 7 is fairly low, considering that this decay factor is applied on each
trial; one explanation for L'I'S strength being reduced so quickly would hold
that there is a great deal of retroactive interference in this situation. If so, then
there should be evidence of this in the data. LEvidence along these lines will be
presented shortly.

The predictions from the theory are shown as the smooth curves in Figs. 2
and 3. It should be evident that the predicted values are quite close to the
observed oncs. Note also that the seven curves in the two figures are fitted
simultancously with the same four parameter values. The fact that the spacing
of the curves is accurately predicted is particularly interesting.

Some Further Predictions

A number of statistics that were not used in estimating parameters are now
examined. These statistics test specific predictions of the model, predictions
that were in some cases contrary to the authors’ a priors intuitions. Most of the
machinery of the model, and its most novel features, lie in the rehcarsal scheme
called the buffer. Fortunately, the very specific assumptions made concerning
the working of the buffer lead to clear-cut predictions to be searched for in the
data. Consider, for example, the hypotheses concerning O- and M-items.
T'he model predicts that the kind of items intervening between study and test
will influence the probability correct at test. For one thing, the more N-items
intervening between study and test, the less the probability correct, because
only N-items can eliminate an item from the buffer. Similarly, the more
intervening O-items, the greater the probability correct, becauge O-items
cannot knock the studied item from the buffer. Although O-itemg and N-items
arc not directly identifiable in the data, the probability of their occurrence can
be maximized by selecting appropriate event sequences. Thus in Fig. 4 the
‘all-same’ and ‘all-different’ curves are plotted. For the all-same curve,
the probability of a correct response is computed as a function of the lag, when
all the intervening items between study and test utilize the same stimulus.  There
arc three such curves, depending upon whether the studied item had been given
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Fioune 4. Obserycd and predicted lag curves for the all-same and all-different conditions.

nt® first, sc€ond or third reinforcement. The model predicts that once any
of th int€rVening items enters the buffer, every succeeding item will be an O-item
and h€nce Will al%o center the buffer (because all these intervening items have the
8ime Stimulus). ‘I'hus the all-same curve should decrease less (as a function of
1ag) than the unconditional lag curves presented in Fig. 2. For the all-different
curves, on the other hand, the probability of a correct response is computed for
instances when cvery intervening item between study and test utilizes a different
sumulus. In this case, the number of intervening N-items tends to be maxi-
mized, #nd hence the probability that the studied item will be knocked out of the
buffer tends to be maximized. Therefore, the all-different curves should
decrease faster than the unconditional lag curves. It will be scen in Fig. 4
that the all-same and all-different curves conform to these predictions. ‘T'he
solid lines in the figurc represent predictions from the model using the parameter
values estimated in the previous section ; the correspondence of data and theory
appecars to be recasonably close.

Next consider the factors determining the probability that a presented
item will enter the buffer.  Most important is the probability that the presented
item is an O-item, since an O-item’s stimulus is already in the buffer, and thus
Because a high probability of entering _thc
buffer implics a high probability of a correct response at test, it should be possible
to manipulate the probability correct by maninpulatmg the probability .t(}iu.at a
presented item is an O-item. In l-'ig. 5 this has ?)ccn done. ?t})lns}l‘ Llr i:
sequence of consecutive trials all utilizing the same stimulus, but with the las

every O-item enters the buffer.
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item.in the sequence being given its first reinforcement (thu$ itS reSponse will be
different from that of the immediately preceding item). Once #ny item in thi®
sequence enters the buffer, every following item will do %o al8o; thu® the longer
the sequence, the greater the probability that the last item in the S€quence Wil
enter the buffer.  Fig. 5 plots the probability of a correct re$pon$e 88 a function

-

~
!

o

>

iu

~

PROBABILITY OF A CORRECT RESPONSE
>

. . . . .
i d A i =3

i A i
o ! 2 3 4 (] [ ] 7
NUMBER OF PRECEOING ITEMS WITH THE SAME STIMULLS

FIGURE 5. Observed and predicted probabilities of a correct responsc @8 a function of the
number of consecutive preceding items using the same stimulus.

of the length of the sequence of preceding items all utilizing the same stimulus.
T'he curve plotted is not a lag curve; the probability correct is pooled for over all
lags at which the eventual test occurred. The theoretical predictions are
generated from the previously estimated parameter values, and again there i$ a
good correspondence between theory and data. The effect found here i
particularly important because it emphasizes the dichotomy between short- and
long-term processes. A traditional interference theory would seem to predict
just the opposite effect from that found, in that ‘ proactive interference ’* should
increase as the length of the preceding sequence increases. Nevertheless,
indications of typical interference effects will be seen for long lags, where L'I'S,
and not the buffer, is playing a predominant role.

In order to extend and verify the results of Fig. 5, consideration is now
given to the effect of the lag preceding an item’s presentation for study. Tomake
matters clear, consider the following diagram:

lag a lag b
22-Z > 22 22-X > 22
(study) (test) (study) (test)
Item receives Assignment
its Jth of new
reinforcement response

Ttem 22-7 is studied for the jth time and is then tested at lag a; on this trial 22
1s paired with a new response X, and tested next at lag 6. According to the
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theory, the

5 tc:ty;d “‘c:lll;:t;r l?lgh.a, th:better performance should be when the item
> - 1s prediction is based on the f:

Gt : e fact that the more re

m“'?‘“'u’ h‘?" appeared, the more likely that it was still in the buffe:(;vt;cem}zy

dhsia thcmtumng It was presented for study. If the stimulus was in the t(::f; %

rc‘cmc 1 c;n using it is an O-item and automatically enters the buffer In t(;lr’
i‘:cm mi::aﬂyma, we Txammc this effect for three conditions, i.e. the ;;rcccdin;
e stimulus in question could have ; i its {

thir - 3 ¢ just received its first, second or

d reinforcement, Fig. 6 presents the appropriate data. In te’rms of the
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PROBABILITY OF A CORRECT RESPONSE

Fioume 6. Observed and predicted probabilities of a correct response as a function of lag a.
(Sce diagram in text.)

above difgram, what is plotted is the value of lag @ on the abscissa versus the
probability of a correct response averaged over all values of lag 4 on the ordinate.
There is a scparate curve for j=1, 2 and 3. Note that the results of Fig. 5 are
confirmed by those of Fig. 6; again interference theory would appear to predict
an effect opposite to that found.

The predicted curves are based upon the previous parameter estimates.
The predictions and observations coincide fairly well, but the effect is not
as dramatic as onc might hope. Onc problem is that the predicted decrease
is not very large. Considerably stronger effects may be expec.tcd if each curve
is scparated into two components: one where the preceding item was correct
at test and the other where the preceding item was not correct. In theory the
decrease predicted in Fig. 6 is due to a lessened probab_illty ?f the rclgvar}t
stimulus being in the buffer as lag a increases.  Since an item in the buffer is
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to correctly, an analysis madq conditional upon correct
responscs or crrors (the centre test in the above diagram) should magm-fy_' the
effect. 'T'o be precise, the decrease will be acccntuatc.d for the curve conditional
upon correct responses, whereas no decrease at all is prcdlct_cd for the curve
conditional upon errors. If an error is made, the relevant st-lmulus caqqot be
in the buffer and hence the new item enters the butfc.r.wlth probability a,
which is independent of lag a.  Fig. 7 presents the conditional curves and the

always responded

— 1 T T T T T T T T T
3 REINFORCEMENTS

I REINFORCEMENT

= <@ = CORRECT DATA o
-0 = ERROR DATA

PROBABILITY OF A CORRECT RESPONSE
DD NN N DD MW boD
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Lo, O~ . —=O" )\\~0L 9-
. . = AR Ny i i BT
- o< - e ]
e 1 1 1 1 1 1 1 1 1 ! 1 L 1 1
o ] 2 3 4 5 6 (4 8 9 10 ] 12 13 14 5
LAG a

Ficure 7. Observed and predicted probabilities of a correct response as a function of lug a
conditional upon correct and incorrect responses. (Sce diagram in text.)

predictions. The decreasing cffect is fairly evident for the correct curves,
whereas the error curves, as predicted, are quite flat over lags.  Conceivably one
might argue that the cffects are duc to item selection with correct responses
indicating casier stimuli and incorrect responses indicating more difficult ones.
However, it is difficult to imagine how item selection could explain the eventual
crossing of the correct and error curves found in each of the three diagrams,
(Undoubtedly there are some selection effects in the data of Fig. 7, but their
magnitude is difficult to determine. ‘T'hus, these data should be regarded with
some caution.) Indeced, the model does not explain the crogsover. ‘The model
predicts that the two curves should meet. T'he model is in error at this point
because it has not been extended to include negative transfer effects.  Such an
extension would not be difficult to implement, however.  An item responded
to correctly at a long lag probably has a strong LTS trace. This strong trace
would then interfere with the L'I'S trace of the new item which, of course, uges
the same stimulus. Thus the data of Iig. 7 appear to imply opposite effects at
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short and long lags, with the cffect at long lags (when L'T'S rather than the
buffer may be assumed to be the predominating influence) exhibiting the result
expected from interference theorices.

Figs. 6 and 7 both show that the predicted decrease becomes smaller as
the number of reinforcements increases.  ‘The fact that the data seem to support
this prediction helps confirm certain of the buffer-replacement assumptions.
The decreasing effect as reinforcements increase is predicted because the
probability of entering the buffer is reduced for an item receiving its third
reinforcement; this occurs as a consequence of the assumption that an item
retrieved from L'T'S on the test phase of the trial is not entered into the buffer
on the study phase of that trial. 'T'hus as reinforcementsincrease, the probability
of being in the buffer as a result of short lag a is partially counterbalanced.

By and large, the data and predictions to this point may be considered to
provide fairly strong support for the details of the model. '_l‘.he feature t})at
has been left out of the model is that of 1.'T'S response competition, or negative
transfer. The model fails to take account of this effect because it ignores
residual information in LTS from previous items using the same stimulus.
This lack is most clearly indicated by the occurrence of intrusion errors; par-
ticularly, errors that were correct responses on the preceding occurrence of that
stimulus. For example, consider the following sequence:

lag a lag &
2.7 | 22 22-X > 22
|
(study) (test) (study) (test)
Item receives Assignment
its jth of new
reinforcement response

\ . ) . < trial
Item 22-Z is studied for the jth time and then tested at lz;g a.B On it:tlrsu;;:m
22 is paired with a ncw response X and next tested at lag b. );‘ar; 84
error we mean the occurrence of response Z when 22is tested a.t"tbe ::r r;iance
the diagram. The model predicts that these intrusion crrors will be at a

(1125) i d number of reinforcements. In fact,

level (1/25) and independent of lag an a I e da
these predictions fail. Fig. 8 presents the probability o mtrl:lls:nh e
function of lag b, where the data are pooled for all values of lag al l’t; riesprs
plotted for j=1, 2 and 3. If it is assumed that the probab.l ltyfohgt rchious
previously correct response as an intrusion crror is some fUlilctl9: oFit a8pf0"0ws
item’s current LTS strength, then thcfpattern :)f r;:stl;);splrevmg; aee e

g : inforcements o -
naturally. For example, the more rein e Lo
greater its L'I'S strength, and the greater the pro ; a’ il ki
given as an intrusion crror. Thus this failure o bt ¢ e o TR
distressing, rather it was expected.  ‘The m‘odel (E(?uld c exWithoUt L kit
of ob\-ious'ways to take account of competing L1 S tl'.z:iciid
changing the accuracy of the predictions already considered.

S.P.
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Ficure 8. Probability of an intrusion error as a function of the prior number of
reinforcements,

The major emphasis in this paper has been on rehearsal processes concep-
tualized in the framework of a buffer mechanism. Because of thi® emph#$is
upon short-term processes, the experiment should not be considered as a $trong
bridge to the usual paired-associate learning situation. However, a number of
long-term effects (such as intrusion errors and interference caused by prc\'iouﬂl‘);'
learned items on new items using the same stimulus) demonstrate that LI
mechanisms play an important role in this study. It is undoubtedly true thdt
modifications of the theory are required before it can be applied to the typical
paired-associate learning experiment. For example, it would be necessary to pro-
vide more structure for the workings of L'I'S. Several possible forms for Such
structure have been suggested by Atkinson & Shiffrin (1968). ‘T'hese new
considerations have yet to be experimentally investigated, but it appears that
the theoretical gap between ‘ memory ’ and ‘ paired-associate learning ' tasks
may be bridged without too much difficulty in the near future.
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